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Numerical solutions of the shallow water equations
with discontinuous bed topography
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SUMMARY

A simple scheme is developed for treatment of vertical bed topography in shallow water �ows. The
e�ect of the vertical step on �ows is modelled with the shallow water equations including local energy
loss terms. The bed elevation is denoted with z−b for the left and z+b for the right values at each grid
point, hence exactly representing a discontinuity in the bed topography. The surface gradient method
(SGM) is generalized to reconstruct water depths at cell interfaces involving a vertical step so that the
�uxes at the cell interfaces can accurately be calculated with a Riemann solver. The scheme is veri�ed
by predicting a surge crossing a step, a tidal �ow over a step and dam-break �ows on wet=dry beds.
The results have shown good agreements compared with analytical solutions and available experimental
data. The scheme is e�cient, robust, and may be used for practical �ow calculations. Copyright ? 2002
John Wiley & Sons, Ltd.
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1. INTRODUCTION

Several high-resolution Godunov-type methods have been developed to solve the shallow wa-
ter equations with source terms such as bed slope and bed shear stress, demonstrating the
accuracy, e�ectiveness and robustness of such methods. Bermudez and V�azquez [1] proposed
an upwind method for shallow water equations with bed slope source term and V�azquez-
Cend�on [2] applied the same idea to solve more shallow water �ow problems. However, their
scheme is complex. LeVeque [3] developed a treatment for the bed slope source term which
balanced source terms and �ux gradients. The method can provide an accurate solution for a
quasi-steady problem, but it is di�cult to apply to steady transcritical �ow with shock waves.
Recently, Hubbard and Garcia-Navarro [4] proposed a scheme balancing source terms and
�ux gradients, in which the upwind method of Bermudez and V�azquez is used for source
terms.
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In the literature, research on Godunov-type methods for shallow water �ows involving a
vertical step is very limited. This may be because (i) the shallow water equations are not valid
in the region of vertical step where the e�ect of local non-hydrostatic pressure is signi�cant,
and (ii) it is di�cult to represent a vertical step in a numerical algorithm. Hu et al. [5]
used a very steep slope to replace a vertical step; hence a �ne mesh must be used locally to
resolve the steep slope. However, this is not a true representation of a vertical step although
the solution is acceptable.
More recently, the authors have developed a surface gradient method (SGM) [6] for the

shallow water equations with source terms such as bed slope. The scheme is simple, e�cient
and accurate. All source terms can be naturally and simply discretized with a centred scheme.
This greatly simpli�es programming and saves computer e�ort. However, the SGM cannot
be applied directly to shallow water �ows over a vertical step. In this paper, we describe
a general scheme for shallow water �ows over a vertical step, by extending the SGM. The
scheme is used to simulate several test problems. The numerical results are compared with
analytical solution and experimental data.

2. 2D SHALLOW WATER EQUATIONS

The 2D shallow water equations with source terms may be written in vector form as,

@U
@t
+∇ ·F=S (1)

where U is the vector of conserved variables, F is the �ux vector function and S is the vector
of source terms, and ∇= ĩ(@=@x) + j̃(@=@y) is the gradient operator. U; F are
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and S=Sb + Sf with
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0

−g
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�fx
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 (3)

where �= gh is the geopotential, g=9:81 m s−2 is the acceleration due to gravity, � is the
water density, h is the water depth, H is the partial depth between a �xed reference level and
the bed surface (see de�nition sketch in Figure 1 for the 1D case), u and v are the x and y
components of �ow velocity, respectively, V is the velocity vector de�ned by V= ũi+ ṽj; Sb
is the bed slope term and Sf is the bed shear stress term with x and y components de�ned
by depth-averaged velocities,

�fx=�Cfu
√
u2 + v2; �fy=�Cfv

√
u2 + v2 (4)
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Figure 1. De�nition sketch for vertical step.

where Cf is the bed friction coe�cient, which may either be constant or estimated from
Cf= g=C2z , where Cz is the Chezy factor.

3. MODIFIED SGM FOR A STEP (SGMS)

The authors have proposed a general scheme, the surface gradient method (SGM) [6], for
the accurate treatment of source terms such as bed slope in the shallow water equations. In
this section, we extend the SGM for �ows over a vertical step, which is hereafter referred to
SGMS.

3.1. Representation of a vertical step

In order to simulate shallow water �ows over a bed topography in which there is discontinuity
such as a vertical step, a true representation of the bed should be taken into account in a
mathematical model. Without loss of generality, a one-dimensional situation is described here
for clarity. Firstly, we de�ne bed topography at cell face points with a linear piecewise pro�le.
Then we use z−b and z+b to denote the two values of bed height at the same cell face point,
e.g. z−bi+1=2 stands for zb at left side of the cell face i + 1=2 (Point f−), and z

+
bi+1=2 stands for

zb at right side of the cell face i + 1=2 (Point f+), as shown in Figure 1. Clearly, with this
de�nition, a bed discontinuity such as a vertical step can be exactly represented with z−b and
z+b . When there is no discontinuity in bed topography, z

−
b = z

+
b . Under this de�nition, the bed

height zb at grid point i is

zbi=
(z−bi+1=2 + z

+
bi−1=2)

2
(5)
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3.2. Data reconstruction at a vertical step interface

Data reconstruction for each conservative variable is necessary in a higher order accurate
Godunov-type method. However, there is no existing method which can be used to accurately
calculate the left and right data at a cell interface with a vertical step, hence it is unknown how
to calculate the corresponding numerical �uxes with a Riemann solver. Below, we described
a simple scheme based on the SGM for data reconstruction at a vertical step interface.
In the SGM, the water surface level �(x; t) is used as the basis for data reconstruction, i.e.

�(x; t)= h(x; t) + zb(x) (see Figure 1) (6)

and a piecewise linear reconstruction is used for �, i.e.

�= �i + (x − xi)��i (7)

where ��i is the gradient of � within cell i (Figure 1), which can be determined by

��i=G
(
�i+1 − �i
xi+1 − xi ;

�i − �i−1
xi − xi−1

)
(8)

in which G is a slope limiter which is used to avoid generating spurious oscillations in the
reconstructed data at the cell interface [7]. The slope limiter may take one of the following
forms,

(i) Minmod limiter

G(a; b)= max[0;min(a; b)] (9)

(ii) van Leer limiter

G(a; b)=
a|b|+ |a|b
|a|+ |b| (10)

(iii) Superbee limiter

G(a; b)= smax[0;min(2|b|; sa);min(|b|; 2sa)] (11)

with s= sgn(b).
The water depth at grid point i is calculated as

hi= �i − zbi (12)

and the values of � at the left and right of the cell interface (i−1=2) are accurately calculated
as

�Li−1=2 = g
(
�i−1 +

1
2
�xi−1��i−1 − zbi−1=2

)
(13)

and

�Ri−1=2 = g
(
�i − 1

2
�xi��i − zbi−1=2

)
(14)
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Figure 2. Fictitious cell for vertical step.

As indicated earlier, Equations (13) and (14) can be used to get accurate values of � at cell
interfaces for continuous bed topography. To determine the values of � at the vertical step
interface, we create a �ctitious cell with a slope for the vertical step as shown in Figure 2,
i.e. the interface i + 1=2 is replaced by a �ctitious cell f with two cell interface f− and f+
(see Figure 2). With the aid of the �ctitious cell, using Equations (13) and (14), �L and �R

for cell i at the interface f− are

�Lf− = g
(
�i +

1
2
�xi��i − zbf−

)
(15)

�Rf− = g
(
�f − 1

2
�xf��f − zbf−

)
(16)

If the �ctitious cell is removed, i.e. �xf=(xf+−xf−)→ 0 from the right, then f+→f′
+, giving

lim
f+ →f′

+

(
�f − 1

2
�xf��f − zbf−

)
= �i+1 − 1

2
�xi+1��i+1 − zbf− (17)

Substitution of Equation (17) into Equation (16) results in

�Rf− = g
(
�i+1 − 1

2
�xi+1��i+1 − zbf−

)
(18)

Notice that zbf− = z
−
bi+1=2 when �xf=0, Equations (15) and (18) are �nally written for cell i

as

�Li+1=2 = g
(
�i +

1
2
�xi��i − z−bi+1=2

)
(19)

�Ri+1=2 = g
(
�i+1 − 1

2
�xi+1��i+1 − z−bi+1=2

)
(20)
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Similarly when cell i + 1 is considered, the values of � at the left and right of the cell
interface (i + 1=2) are

�Li+1=2 = g
(
�i +

1
2
�xi��i − z+bi+1=2

)
(21)

�Ri+1=2 = g
(
�i+1 − 1

2
�xi+1��i+1 − z+bi+1=2

)
(22)

3.3. E�ect of a vertical step

Theoretically, the shallow water equations are not valid for �ows over a vertical step due
to the assumption of hydrostatic pressure. On the other hand, there is a local head loss
where there is sudden change in channel geometry according to theory of open channel
hydraulics [8]. If we assume that �ows over a vertical step have similar hydraulic char-
acteristics to that through a suddenly contracted channel, the head loss can be calculated
by

h�= �
u2i+1
2g

(23)

where h� is the local head loss and � is an empirical factor for the local head loss.
Since a local head loss is caused by a sudden change in �ow geometry, if a vertical step

is located at the cell interface i+ 1=2, we may interpret such loss as resistance stress �� due
to the vertical step, i.e.

��=�gh�=��u2i+1 (24)

which can be written in the following form for a 2D �ow as

��x=��ui+1
√
u2i+1 + v

2
i+1; ��y=��vi+1

√
u2i+1 + v

2
i+1 (25)

Therefore, the e�ect of a vertical step on �ows may be taken into account by solving Equa-
tion (1) with the modi�ed source terms S=Sb + Sf + Sr in which Sr is the resistance stress
de�ned by

Sr =




0

−g
�
��x

−g
�
��y


 (26)

only for neighbouring cell i or i + 1 of the vertical step: i.e. when (z+bi+1=2 − z−bi+1=2)¿0; ��
a�ects only the cell i and the solution with Equation (26) is needed for cell i only; when
(z+bi+1=2−z−bi+1=2)¡0; �� a�ects only the cell i+1 and the solution with Equation (26) is needed
for cell i + 1 only.
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4. MUSCL-HANCOCK METHOD

The SGMS described in Section 3 may be incorporated into any higher order accurate
Godunov-type method which requires data reconstruction. Since the MUSCL-Hancock [9]
is a second-order accurate, high resolution, upwind scheme of the Godunov-type, it is chosen
for the solution of Equation (1). The method consists of a predictor step and a corrector step.
In the predictor step, a non-conservative approach is used to determine the intermediate

values over a half time step,

(AU)n+1=2ij =(AU)nij −
�t
2

(
M∑
m=1
F(Um)n ·Lm − (AS)nij

)
(27)

where A is the cell area, Lm is the cell side vector de�ned as the cell side length multiplied
by its outward pointing unit normal vector and M =4 is the number of sides of the cell. The
�ux vector F(Um) is evaluated at each cell face m following data reconstruction based on
neighbouring cell centre data. For the continuity equation, the SGM is used, i.e. the values
of � at the cell interfaces (i − 1=2j) and (i + 1=2j) for the cell ij under consideration are
expressed using Equations (13) and (14) as

�i−1=2j= g
(
�ij − 1

2
�xij��xij − z+bi−1=2j

)
(28)

and

�i+1=2j= g
(
�ij +

1
2
�xij��xij − z−bi+1=2j

)
(29)

For the momentum equations, a piecewise linear reconstruction is used to calculate the values
of �u and �v at cell interfaces. For example, �u and �v at the cell interfaces (i− 1=2j) and
(i + 1=2j) can be calculated as

(�u)i−1=2j = (�u)ij − 1
2
�xij�(�u)xij (30)

(�u)i+1=2j = (�u)ij +
1
2
�xij�(�u)xij (31)

and

(�v)i−1=2j = (�v)ij − 1
2
�xij�(�v)xij (32)

(�v)i+1=2j = (�v)ij +
1
2
�xij�(�v)xij (33)

where �(�u)xij and �(�v)xij are the gradients of �u and �v in the x direction within the cell
ij, respectively. They are calculated in the same way as ��i.
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In the corrector step, a fully conservative solution over a full time step is achieved by
solving a series of local Riemann problems based on data from the predictor step,

(AU)n+1ij =(AU)nij −�t
(

M∑
m=1
F(ULm;U

R
m)
n+1=2 ·Lm − (AS)n+1=2ij

)
(34)

where the �ux vector F(ULm;URm) is calculated by solving a local Riemann problem at each cell
interface. ULm and URm are vectors of the conservative variables at the left and right sides of
cell interface m, de�ned by expressions such as Equation (13) for � and expressions similar
to Equations (30), (31), (32) and (33) for �u and �v, respectively. It must be noted that at
neighbouring cells of the vertical step the left and right values of � should be calculated with
expressions such as Equations (19) and (20) for the cell ij if the vertical step is located at
i + 1=2j.
In the present study, the HLL approximate Riemann solver [10] (see Figure 3) is used to

calculate the �uxes F(ULm;URm), i.e. the �ux at the cell interface i + 1=2 is determined by

F(ULm;U
R
m)=



F(ULm) if sL¿0

F∗(ULm;U
R
m) if sL¡0¡sR

F(URm) if sR60

(35)

where

F∗(ULm;U
R
m)=

sRF(ULm)− sLF(URm) + sLsR(URm −ULm)
sR − sL (36)

with wave speeds sL and sR de�ned by

sL =min(VL · ñm −
√
�L; us −

√
�s) (37)

sR =max(VR · ñm +
√
�R; us +

√
�s) (38)

in which us and �s are estimated as [11]

us =
1
2
(VL +VR) · ñm +

√
�L −

√
�R (39)

√
�s =

√
�L +

√
�R

2
+
(VL −VR) · ñm

4
(40)

and ñm is the normalized side vector for cell face m.
It may be noted that the expressions (37) and (38) for a dry bed problem are modi�ed as

[12]

sL=VL · ñm −
√
�L; sR=VL · ñm + 2

√
�L (Right dry bed) (41)

and

sL=VR · ñm − 2
√
�R; sR=VR · ñm +

√
�R (Left dry bed) (42)
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Figure 3. HLL approximate Riemann solver.

Although the SGMS described in Section 3 is generally suitable for both uniform and non-
uniform meshes, a uniform Cartesian mesh is used here to maintain the same computational
conditions as that reported in the literature. The time step �t is calculated at the start of each
time step by

�t=Ct min(�tx;�ty) (43)

where

�tx= min
i

�x
|uij |+

√
�ij
; �ty= min

j

�y
|vij |+

√
�ij

(44)

in which Ct is the Courant number (0¡Ct61). To test the robustness of the scheme, three
values, 0.3, 0.65 and 1, were used for Ct in all the numerical computations presented here,
and no stability problems were encountered. However, a value of Ct60:95 gives accurate
results in all the present computations.

5. FEATURES OF THE PROPOSED SCHEME

5.1. Conservative property

The numerical scheme proposed in Section 3 satis�es the Z-property [6], i.e. it provides
the exact values of variables in the �ow domain for the stationary case h≡H; V≡ 0; and
replicates the exact solution to the stationary �ow problem de�ned by

h≡H; V≡ 0 (45)

for which there are non-vanishing terms in the momentum equations due to bed topography,

@
@x

(
1
2
�2

)
= g�

@H
@x
;

@
@y

(
1
2
�2

)
= g�

@H
@y

(46)
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This is a very desirable feature for a numerical method and the latter is referred as the
C-property in literature [1].
The proof for the case of continuous bed topography is given by Zhou et al. [6]. Here

we give the proof for a cell with a vertical step for the one-dimensional case. This may be
applied to two-dimensional cases in an analogous manner.
Assuming a vertical step is located at cell face i + 1=2, i.e.

z+bi+1=2 = z
−
bi+1=2 + hs (see Figure 1) (47)

For cell i, only the interface i+1=2 needs special treatment and Equations (19) and (20) are
used to decide �Li+1=2 and �

R
i+1=2 as

�Li+1=2 = g
(
�i +

1
2
�xi��i − z−bi+1=2

)
= g(�i − z−bi+1=2)= gh−i+1=2 (48)

�Ri+1=2 = g
(
�i+1 − 1

2
�xi+1��i+1 − z−bi+1=2

)
= g(�i+1 − z−bi+1=2)= gh−i+1=2 (49)

because ��=0 and �i= �i+1 with the initial stationary condition (45). This gives the wave
speeds from Equations (37) and (38) as

sL= −
√
gh−i+1=2; sR=

√
gh−i+1=2 (50)

where the superscript ‘−’ indicates the left value of a variable at the vertical cell interface
and superscript ‘ +’ the right value at the same interface. This notation is subsequently used
throughout this paper.
In the predictor step, the x component of numerical �ux, Fx, is

Fx=
[�(u2 + 1

2�)]
−
i+1=2 − [�(u2 + 1

2�)]
+
i−1=2

�x
=
1
2
g2
(h−i+1=2 + h

+
i−1=2)(h

−
i+1=2 − h+i−1=2)

�x
(51)

because u≡ 0 and �= gh.
It should be noted that the water level is constant under the initial condition h≡H and u≡ 0,

in which there is no local head loss, i.e. ��=0. Data reconstruction with the SGM=SGMS
provides zero gradient (��=0) for the water level in the whole domain; hence the method
gives the exact values of depth h or � in the whole domain.
Since

h+i−1=2 = �i−1=2 − z+bi−1=2 = �i −
1
2
�x��i − z+bi−1=2 (52)

and

h−i+1=2 = �i+1=2 − z−bi+1=2 = �i +
1
2
�x��i − z−bi+1=2 (53)

we have

(h−i+1=2 + h
+
i−1=2)

2
= �i −

(z−bi+1=2 + z
+
bi−1=2)

2
= (�i − zbi) + zbi −

(z−bi+1=2 + z
+
bi−1=2)

2
(54)
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Noting that (�i − zbi)= hi and Equation (5), Equation (54) becomes

(h−i+1=2 + h
+
i−1=2)

2
= hi (55)

Substitution of Equation (55) into Equation (51) results in

Fx= g2hi
(h−i+1=2 − h+i−1=2)

�x
(56)

On the other hand, the x component of the bed slope source term may be discretized with a
centred scheme as

Sx= g�i
H−
i+1=2 −H+

i−1=2
�x

= g2hi
h−i+1=2 − h+i−1=2

�x
=Fx (57)

because h≡H . This proves that the numerical scheme in the predictor step satis�es the exact
C-property, hence h≡H and u≡ 0 are preserved after the predictor step.
In the corrector step, the numerical �ux at the right-hand interface, Fi+1=2, is de�ned by

Equation (35),

Fi+1=2 =
sR[�(u2 + 1

2�)]
L
i+1=2 − sL[�(u2 + 1

2�)]
R
i+1=2 + sLsR[(�u)

R
i+1=2 − (�u)Li+1=2]

sR − sL (58)

because sL¡0¡sR.
Since up to this point h≡H and u≡ 0, which leads to ��=0, have been maintained over

the whole domain, � can also be obtained exactly with the SGM=SGMS and no discontinuity
in water surface will appear anywhere in the domain, i.e. �L≡ �R at all the cell interfaces.
Substitution of Equations (48)–(50) and u≡ 0 into the above equation gives

Fi+1=2 =
1
2

√
gh−i+1=2(�

−
i+1=2)

2 + 1
2

√
gh−i+1=2(�

−
i+1=2)

2

2
√
gh−i+1=2

=
1
2
(�−
i+1=2)

2 (59)

Similarly, we have

Fi−1=2 =
1
2
(�+i−1=2)

2 (60)

The numerical �ux is

Fx=
Fi+1=2 − Fi−1=2

�x
=

1
2(�

−
i+1=2)

2 − 1
2 (�

+
i−1=2)

2

�x
=
1
2
g2
(h−i+1=2 + h

+
i−1=2)(h

−
i+1=2 − h+i−1=2)

�x
(61)

which has exactly the same form as Equation (51) in the predictor step with the same initial
conditions (45). It then follows that the corrector step also satis�es the exact C-property.
Again, h≡H and u≡ 0 are preserved after the corrector step.
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The proof for cell i+1 can be similarly formulated. Therefore, the proposed scheme satis�es
the Z-property for bed topography with a discontinuity.

5.2. Discretization of source term

The centred discretization is applied for all the source terms. Since a vertical step is taken
into account, the bed slope term for cell ij is discretized in the following general form,∫ ∫

�x�y
g�
@H
@x
dx dy=

∫ ∫
�x�y

−g� @zb
@x
dx dy=−g�y�ij(z−bi+1=2j − z+bi−1=2j) (62)

which is suitable for bed topography with or without a discontinuity such as a vertical step,
preserving the second-order accuracy.

6. VALIDATION OF THE SCHEME

To verify the proposed scheme, we solve some benchmark problems. The numerical results
are compared with either analytical solutions or available experimental data, demonstrating
the capability and accuracy of the method.

6.1. A surge crossing a step

A surge crossing a step is simulated here. The channel is 1000 m long with a step of height
hs=2 m located in the middle of the channel as shown in Figure 4. This is the same as
that used by Hu et al. [5] who replaced the step with a steep bed slope. In the numerical
computation 400 uniform cells with �x=25m were used. Assuming the step is located at cell
interface i + 1=2, i.e. (z+bi+1=2 − z−bi+1=2)= hs, the factor � for the solution of cell i is estimated
from

�=0:5
(
�i − �i+1
�i

)
(63)

The initial conditions are: (i) the water depth at upstream end is 10m, (ii) the water surface
is �=5 m in the channel, and (iii) the velocity of the surge at the entrance is de�ned using
the theory of open channel hydraulics [8] as

u(0; t)= (�u − �d)
√
g(�u + �d)
2�u�d

(64)

where �u=10 m and �d=5m.
Figures 4 and 5 depict comparisons between the numerical results and analytical solutions

given by Chow [8], which show very good agreement. This suggests that the proposed scheme
is able to simulate a surge crossing a step.

6.2. A tidal wave �ow over steps

A tidal wave �ow over a bed with two steps as shown in Figure 6 is next considered. The
bed pro�le was proposed at a workshop on dam-break wave simulations [13] and de�ned
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Figure 4. Surge crossing a step: comparison of water surface at t=600:5 s.

Figure 5. Surge crossing a step: comparison of velocity at t=600:5 s.

by

zb(x)=

{
8 if |x − 1500

2
|61500

8
0 otherwise

(65)

and the channel is 1500 m long.
The initial and boundary conditions are

h(x; 0) =H (x) (66)

u(x; 0) = 0 (67)

Copyright ? 2002 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2002; 38:769–788



782 J. G. ZHOU ET AL.

Figure 6. A tidal wave: comparison of water surface � at t=10 800 s.

and

h(0; t) =H (0) + 4− 4 sin
[
�
(

4t
86 400

+
1
2

)]
(68)

u(L; t) = 0 (69)

where H (x)=H (0)− zb(x) with H (0)=16 m and L=1500m is the channel length.
Under these conditions, the tidal wave is a relatively short and an asymptotic analytical

solution is derived by Bermudez and V�azquez [1] as

h(x; t) =H (x) + 4− 4 sin
[
�
(

4t
86 400

+
1
2

)]
(70)

u(x; t) =
(x − L)�
5400h(x; t)

cos
[
�
(

4t
86 400

+
1
2

)]
(71)

In the computations, a total of 200 grid points were used with �x=7:5m, in which the two
steps are located at x1 = (76 + 1=2)�x and x2 = (126 + 1=2)�x, respectively. When solution
is taken for cell i=76, the factor � is

�1 = 0:5
(
�i − �i+1
�i

)
(72)

and for cell i=127 the factor � is

�2 = 0:5
(
�i−1 − �i
�i−1

)
(73)
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Figure 7. A tidal wave: comparison of velocity u at t=10 800 s.

Figure 8. A tidal wave: comparison of velocity u at t=32 400 s.

Equations (66)–(69) were used as the initial and boundary conditions. Results at t=10800 s
and t=32400 s, corresponding to the half-risen tidal �ow with maximum positive velocities
and to the half-ebb tidal �ow with maximum negative velocities, are compared with the
asymptotic analytical solutions in Figures 6–8, showing an excellent agreement. This indicates
that the proposed scheme is accurate for tidal �ow over a bed with steps.
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Figure 9. Geometry of the reservoir and L-shaped channel: side view.

Figure 10. Geometry of the reservoir and L-shaped channel: plan view.

6.3. Dam-break �ows

This test problem is the experimental case designed by the CADAM team [14] for veri-
fying the capability of numerical methods to simulate dam-break �ows. The �ow domain
consists of a square reservoir and L-shaped channel as shown in Figures 9 and 10. The bed
of the reservoir is 0:33 m below that of the channel which forms a vertical step at the en-
trance to the channel. Initially, the water depth was 0:53 m high in the reservoir which is
separated by a gate from the channel and then the gate is suddenly opened to produce a
dam-break situation. The Manning’s friction coe�cient for the bed is 0:0095 s m−1=3. Two
cases, i.e. a wet-bed and a dry-bed case, were studied here. For a wet-bed in the chan-
nel, the depth was set to 0:01 m and for a dry-bed, the depth in the channel was set to
zero.
In the numerical computations, a mesh with �x=0:05017m and �y=0:0495m was used,

which corresponds to a total of 138× 79 cells. The factor � for the local head loss caused by
the vertical step is estimated from

�=0:5
(
�i − �i+1
�i

)
(74)

which is used for the solution of the cell i on the condition that (z+bi+1=2 − z−bi+1=2)= hs.
According to hydraulics, where there is sudden change in �ow geometry, there is local

head loss. Since a dam-break �ow occurs at the entrance to the channel from the reservoir,
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Figure 11. Dam-break �ows on wet-bed: comparisons of water depth.

there is sudden contraction in the horizontal �ow domain (see the plan view of the domain in
Figure 10). This will cause an additional local head loss to that caused by the vertical step.
In a similar way to that for the local head loss at a sudden contraction, the head loss can
be estimated in an analogous way to Equation (25) derived in Section 3.3 using another loss
factor �c given by

�c=0:5
(
Wr −Wc
Wc

)
(75)

where Wr =2:44 m is the width of the reservoir and Wc=0:495 m is the channel width.
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Figure 12. Dam-break �ows on dry-bed: comparisons of water depth.

This head loss is also taken into account when the solution is obtained at cell i, supposing
(z+bi+1=2−z−bi+1=2)= hs. The variation of water depth with time is compared with the experimental
data at the di�erent gauge positions as shown in Figures 11 and 12 for the wet-bed and dry-bed
cases, respectively. At most gauge positions, there is good agreement with the experimental
data.
However, there are di�erences at Gauge 2 and Gauge 5. The overall disagreement at Gauge

5 may be due to the further local head loss caused by the 90◦ bend which is not taken into
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Figure 13. Dam-break �ows on wet-bed: 3D plot of the water surface at t=6:25 s.

account in the numerical computations. A 3D plot of the water surface with respect to the
channel bed is depicted in Figure 13, showing the complicated �ow phenomena.

7. CONCLUSIONS

The authors’ SGM is extended to treat a vertical step for shallow water �ows. The method
retains the conservative property and provides accurate values of conservative variables at cell
interface at a vertical step; hence the �uxes at the cell interface can accurately be calculated
with a Riemann solver. This can be used in any high resolution Godunov-type method which
requires data reconstruction. The scheme has been veri�ed by simulating several shallow
water �ows involving a vertical step. The results have shown that the treatment can provide
accurate solutions which show excellent agreement with the corresponding analytical solutions.
The method is simple, e�cient and robust.
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